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ABSTRACT

In this paper we have proposed two classes of tas@ sampling estimators for population proportising
auxiliary character in the presence of non-respars¢he study character. Some members of the pedpokasses of
estimators are given. The expressions for biasnagah square error of the proposed classes of ésterare obtained in
case of fixed sample size. Also we obtained thémaph value of sample size and sampling fractionfiwed cost and

fixed precision. An empirical study has been madh the support of the proposed class of estimators
KEYWORDS: Non-Response, Mean Square Error, Relative BiasijliduxCharacters, Attribute, Two Phase Sampling
1. INTRODUCTION

Sometimes, it may not be possible to collect thmmglete information for all the units selected ie gample due
to lack of interest, person not present at honek ¢d knowledge regarding the survey, ethical peaid and due to refusal
of the respondent to respond for the given questima. In these situations, Hansen and Hurwitz §)$ave suggested a
technique of sub sampling units from non-resporgldising Hansen and Hurwitz (1946) technique, Carctii977) and
Rao (1986, 1990) have proposed the estimators dpulption mean in case of known population mearawfiliary
character.

In sample survey, the use of auxiliary character &aignificant role in the estimation of populatijparameters
such as population mean, ratio and product of tejpufation means, coefficient of variation etc. Saveesearch works
have been done for the estimation of populatioater using auxiliary character in the presenasofresponse when
the population mean of the auxiliary characternswn / unknown. Further several research workshenesstimation of
population mean have been done by Khare and Saiwagi 993, 1995, 2000, 2010) and Singh and Kunz0922010).
Sometimes auxiliary information is available in foem of auxiliary attribute which may also be usedhe estimation of
population mean of the study character. With tHp béauxiliary attribute, several authors havegwsed different type of
estimators for the estimation of population meathefstudy character. In this situation Naik angtay(1996), Jhajj et al.
(2006), Shabbir and Gupta (2007, 2010), Singh €2@08), Koyuncu (2012), Abd-Elfattah et al. (2018jngh and
Solanki (2012), Malik and Singh (2013) and Sinhd Kamar (2013, 2014) have proposed different typestimators for

population mean using the information on auxilielaracter as a qualitative character.

In sample surveys it generally happens that thedystariable is also available in the form of quatlite characteristic such
as smoking habit, educational status, socio econgmiup etc. For example if we want to estimatesgroportion of

woman smoking in a city, we may take their educsticstatus, socio economic group and monthly exjenedetc as
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20 B. B. Khare, P. S. Jha & S. Khare

auxiliary character. In this situation Singh et(@D10) have suggested a family of estimatorsHergopulation proportion.
Further, Khare et al. (2015) have proposed twosela®f estimators for population proportibh using auxiliary character

X in the presence of non-response which are givéollasv:

Ty =H(W,Vv) andTer = H(w,v5) (1.1)
Such that H;(P,1)=P  andH;(P,1)=P, wherew=p v = % . Vp = % and
H ; . * * =
H;i(P1)= (%j ,U1 =1,2.Here p and X denote the estimators fd? and X using Hansen
(P.D)

and Hurwitz (1946) technique and and X denote the sample mean basedldrunits and population mean of the

auxiliary characteX.

In this paper, we have proposed two classes ofphase sampling estimators for population proportisimg
auxiliary character in the presence of non-respamsthe study character. The expressions for tag &dhd mean square

error of the proposed classes of estimators ataradst and the properties of the proposed classestiofiators are studied
for fixed sample sizesi, N), for a fixed cost C < Co) and also for a specified precisiod (= V(). Some members of

the proposed classes of estimators are also obtaime their properties are studied. An empiricadlgtis also given in the

support of proposed classes of the estimatorB for

2. THE ESTIMATORS

Let ¢ and X; denote the value of study attribute and auxilidrgracter for'f unit of the population (i=1, 2, ..., ...,
N). In this caseg; will take value 1 if it possessing the attributbewise zero. The population is supposed to bigleliv

into N4 responding and\ , non-responding units such tid§ + N, = N .

N N
Let P= Y@ /N be the proportion of the units in the populatimsgessing the attribuge P, = Zlﬂ / N4 be
i=1

i=
N2
the proportion of the units in the responding pdithe population possessing the attribgteand P, = 3 @3 / N, is the
i=1

proportion of the units in the non responding pdithe population possessing the attrilgute

When population mear()_() of auxiliary characterX is unknown, then it is suggested to select a fifsse

sample of sizen'(< N) from the population of sizeN by using SRSWOR method of sampling and estimate the

population meanX by using X', where X' denotes the sample mean basedbrobservations. Again a second phase

sample of sizen(< n') is selected from the first phase sample of dizeby using SRSWOR method of sampling. We
observed that for the study attribgteonly Ny units are responding arfal, units are not responding in the sample of size

N. Again we draw a subsample of stde= n, /K ,k >1) from N, non-responding units and collect information bn
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units on the study character using personal irggrvinethod and applying extra efforts. Now using $temand Hurwitz

(1946) technique, we propose the estimator for [adijoun proportionP which is given as follows:

* nl n,
+—<n,, 21
p . P1 - P2 (2.1)

m
where p; = > ¢4 /nl is the proportion of the units possessing thebaite ¢ for n; responding units in the
i=1

sample of sizeN and p2 = ZQ /1 is the proportion of the units possessing thebatte ¢ for r sub-sampled units
=1

from N, non respondents.

*
The variance ofp is given as follows:

W, (k-1
V(IO)‘ 82 % 2(2) (2.2)

WheréM, =N, /N, f=1-n/N,  Q=1-P, Q, =1-P,, sZ=N-Nn

” (=1 PQ and

2 - N, —ny
A2 ny(ny -1)

responding part of the population.

P,Q, are the population mean square of the attrilgutior the whole population and for the non-

Similarly, for the correspondingy + I units related to the study attribfte the estimatoiX for the population

mean X is given by

- c . N,
Sl PSS (2.3)

n n

Where ¥; and>‘<§ are the sample means of the auxiliary characteed@ann, responding units and sub

sample units fronN, non responding units.

_* . .
The variance ofX is given as follows:

f

VE) =;Sf Mo(k-D) o

2.4
N x(2) (2.4)

Where Sf ande(z) are the population mean squares of auxiliary atara for the whole population and for

the non-responding part of the population.

The estimators for the population men based on sample siz€ and N are given by
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2 X And X = —.Z X; (2.5)

And their variances are given by

f

V(X') = %Sf And V (X) = - s2 (2.6)

Wheref'=1-n'/N

In case when population meak of auxiliary characteX is unknown then we estimate it 5§ . Further in case

of non-response in the sample of si2edrown fromn', two situations arises

* When incomplete information on study attriboupeand the information on the corresponding + r units of
auxiliary characterx is used from the sub-sample of sife selected fromn’ first phase sample. Now we

propose the class of estimatoT@l for population proportionP using auxiliary characteK which is given as

follows:
Ty = H(W,uy), such thatH(P, 1) = P and H,;(P, 1) =1, 27
wherew = p*’U1=XT,a”dHl(P,l):[aH(W,u”j :

X ow (P 1)

* When incomplete information omy +r units of the study attributeg and the complete information on

auxiliary characterx from the selected sample of sifefrom N’ is used and we propose the class of estimators

T2 for the population proportiof® using auxiliary characteX which is given as follows:

Ty2 =H(W,u,), such thatH(P, 1) = P and H4(P, 1) =1, (2.8)

Whereu, :_5,, andH{(P1)= (WJ _
4§ (P.1)

The function H(w, u ) i = 1,2 also satisfies the following regularity conditions:

. Whenever be the sample chosam, and u; assume positive values in a bounded closed coswesetD;

of the two dimensional real space containing thietp(P,1) .

. The first and second partial derivatives ld{w, U ) with respect tow and u; exit and are assumed to be

continuous and bounded in two dimensional reale&p& . (2.9)

Now, expanding H(W, q) about the point(v,l) =M by using Taylor's series up to the second order

derivatives, we have
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Ty = HP, 1) +(w=-P)Hy(M) + (uj —1)H ;) (M)
"‘%{(W‘ P)?Hya (M) + (U =1)%H o) (M) + 2(W = P)(U; =1)Hy 55 (M’ )} (2.10)

After puttingH(P, 1) = P, H1(M) =1 and H;,(M) =0, we have

Ty =w+ (U —1)H (M) + %{( Ui =1)% H 5y (M) + 2W = P)(u; —1)Hp0(m )} (2.11)
Where
_ ((OH(m) o [ (OH(m) <. _0%HmM)
H41(M) _(—GW jM, H iy (M) _(—aui JM : Hyq (M )——a Wz
5 A
0” H(m ) —62 H(m ), m=(W,\4), m =(w,u), w =P+6(w-P),

H 2oy (M ):T’ Hipg (M) =

i 0 WO u;
u =1+6,(u; -1), 0< 4 <1.
3. BIAS AND MEAN SQUARE ERROR (MSE) OF THE PROPOSEDCLASSES OF ESTIMATORS
Under the regularity conditions specified for tInmcftionH(W, y ) bias and mean square error of the estimator

T always exists. In order to derive the expressiamsbfas and mean square error of the estimatorsjseethe large

sample approximations.
Let p =P(l+gg), X =X(1+ £1), X=X(1+¢,), X' = X(1+e3), such thatE(e, )= 0 and|8g| <1

[1/=0,1,2,3.

Now, using SRSWOR method of sampling, we have

f (k=1 f Wo(k —1 f
)= 2+ e& ez, gez)s Tz Wk Dea o gzys Tz
n n n n
fr f Wo(k —1) f fr
E(a%):FCf, E(8031)=FC¢<+2—C¢<(2)’ E(8082):FC@(’ E(8083):Fc¢x :
s2 s2 s2 s2 S,S
2 _ Y 2 _ 0?2 2 _ o 2 _ X2 _ Q=X
where  Cp=%r G T2 & Toa ST ga CeT P
Sp(2) Sx(2)

qu(z) = Px(2) PX and Pyx andpw((z) arethe point-by serial correlation coefficient betwegn

and X for the whole population and for the non-respongiag of the population.

Now retaining the terms @f, ¢; and ¢, , upto second order only in the expression of hias mean square
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error, the expressions for bias and mean squaoe @frthe estimatoﬁ'ui up to terms of orde(n_l) are given as follows:

Bias(T) = %H(E - ijcf w Cx(z) }H 200) (M)

n n

: (3.1)
1 1 W, (k—1)
+2P Cxt+t——C H M
{n v j ot Co (Hiag M)
: /(1 1 1 1
Bias(Tyy) = EH(H _WJC }H 220) (M) + ZP{( o WJCW}H 120 (M )} ; (3.2)
11 k-
MSHT,) =V(p )+{( jCz 2 DCX(Z)}H%(D(M)
Wy (k- -
11 -
+2P. + C Hom (M
{(n nj R ¢X(2)} 20 (M)
and
MSE(T,,) =V(p )+( j[H 2(2)(M)C2 +2PH 55 (M)C ] (3.4)
The optimum values oH 5(1y(M) and H () (M) which minimize the MSE of the estimatby;, | =12 are
given as follows:
(1 —1,jc¢,( e,
Hagny(M)gp: = -P72—1 : ©5)
2(1) opt — .
1 1 W, (k-1
( —,jcf P ez
n n n
and
(3.6)

Cox
H22)(M) opt = ‘P?-

X

Now putting the optimum value ol 5q) (M) qp and H ) (M) o in the expression of minimum value of

MSE(T,;) and MSE(T,;») given by (3.3) and (3.4) respectively, we get

2
e
MSE(Tul)min =V(p)-P 1 1 ) Wz(k 1) 3.7
n n G X(Z)

and
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1 1)(Cw)?
MSE(TUZ)mln _V(p )-P (n I’Ij C)Z( (3.8)
The MSE(T,1) min given by (3.7) may be approximated to
2Co [(1_1). , Wo(k-1) Co _ o)
MSE(Tu1) min V(p )-P — C@( +—C¢x(2) , for 5 T (3.9
Cx n n n Cy CX(2)

Also, the expression oMSE(T 1) min @and MSE(T2) min from equation (3.9) and (3.8) is expressed in the

form of the coefficient of 1 and i, which are given by
n n
(Cp)? (CaCpp), 1 _,Cp)® 1
MSHT\g) min = Pz{(cz+w2(k )C2 )~ Wy(k-D) 2+ PP -2 CF (3.10)
X Cx n Cx N
C 2
MSETy2)min = P2{(C3 +Wa(k ~3C2,) - S “2) -~c? (3.11)
CX n Cy N

The optimum value ofH 5y (M) gy and H 52y (M) in equation (3.5) and (3.6) are in the form of the

value of unknown parameters. Sometimes the unknmwastant used in the estimators are in the forsoafie unknown
parameters. In these situations, the optimum vadube constant may be obtained from the past @Reddy 1978) and if
the information on these parameters are not availlibm past data, then one may estimate it onbtes of sample

observations without having any loss in efficiermfythe proposed estimators. It has been shownuihab the terms of
order (n_l) , the minimum values of the mean square error efdgstimator is unchanged if we estimate the optimum

values of constants by using the sample valuegg&sava and Jhajj 1983). Any parametric functHlﬁW, y ) satisfying

the regularity condition (2.7) can generate a clafsasymptotic estimators. Some members of the qeeg class of

estimators are given as follows:
Tp=w@a+l-au), T =wy),

|3 - (W+a1(1 U ))U |4 - W(2 Uy)

Tig = w{1+ ao(u‘ _iﬂ and Tig —wexpM =12 (3.12)

Wherea, & @ @ ,fandy are constants
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4. DETERMINATION OF n', n AND k FOR A FIXED COST (C<Cp)

Let Co be the total cost (fixed) of the survey apart frima overhead cost. The cost functi@ for the cost

incurred in the survey apart from overhead expensasbe expressed by

C'=Cin"+Cin+Cyn +C3n—k2 (4.1)

Since C' will vary from sample to sample, so we considergkpected cosC to be incurred in the survey apart
from overhead expenses, which is given by

I I I W
C= E(C ) = Cln + n|:Cl + C2W1 + C3 72j|, (42)
Where
Ci: The cost per unit of identifying and observingidary variable,
C,: The cost per unit of mailing questionnaire/vigitithe unit at the second phase,

C,: The cost per unit of collecting and processingdar the study variable for responding units and

C3: The cost per unit of obtaining and processingdat the study variable (after extra efforts) from sub-

sampled units fronf, non-responding units.

From equation (3.9) and (3.8) tH\dSE(Tui )min’ i =12; can be expressed in terms of the notaiyn, W;;

and Wy which is given as

1 1 k '
MSE(T, ) = =W, + =Wy + — W, +terms of independent di' and N, ™.
n n n
i 1 e 1 e k
WhereWy; =coefficient of — terms, Wy =coefficient of — terms andW,; =coefficient of — terms.
n n n
Now we minimize MSE for the fixed co§ < Cyand to obtain the optimum values of, n andk.
Let us consider a function
[N W2 .
Q:MSE(Tui)'FAi Cln +n C1+C2W1+C37 _CO ,1=12 11,

Where/]i are Lagrange’s multipliers

Now differentiatingQ with respect ton' , N and k and equating to zero, we get
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né)pt = qJ_l' (4.5)
\ AiCy

Wy + Ko W
Nopt. = Oi opt "2i " ’ (4.6)
Ai| Cp+CoW +Cy—2
kopt
UL o 4.7)
kK | ACaW,

Solving (4.6) and (4.7), we have

kopt. =\/ P0G (4.8)
Wy (C; +C W)

Putting the values of' , N and Kk in (4.4), we have

0 opt.

1 , W
VA = C—{\/ WGy + \/(LPOi +Kopt W2i )(Cqp + CoW, +Cg " 2 )] (4.9)

The minimum value o11\/|SE(Ti ), i =12is given by

2«2

1 ; W, S
MSE(Tyi ) min. = o |V Wy Cq +\/(W0i +Kopt W2i )(Cy + CoW, +Cy—2 )] —ﬁ (4.10)

0 opt.
In case ofP*, the expected total cost is given by

' W2
C=E(C)=n Cl+CZW1+C3T (4.11)
2 Q2
* 1 W. S
and MSE(P") i, = C—N(sf, +W, (k=1)SZ,)(C; +C W, +0372)} —ﬁ’ (4.12)
0
5. DETERMINATION OF n', n AND k FOR A SPECIFIED VARIANCE V =V(S
Let V(') be the variance of the estimatMSE(Tui )min ,1 =12 fixed in advance and we have
V’—ELP-+1L|J-+5LIJ-——¢2’ (5.1)
0 n Oi n' 1 n 2i N .

For minimizing the average total cdstfor the specified variance of the EstimalMSE(Tui )min =12, we
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define a function
— roar W2 i
Q; = Cn'+n Cp +C W, + C3T + 4 {MSE(Ty;) —Vo}. (5.2)

where 4 (i =1,2) are Lagrange multiplier.

Now differentiating with respect ta' , N and k and equating to zero, we have

o Wy
Noot = [ ——— (5.3)
P \/ o]

1 (Woi + Kopt Wi )
W,

(Cl +C W +C5 kJ
opt.

and L = ’U'—qu' (5.5)
k CaW,

From (5.2) , (5.4) and (5.5), we have

Kopt, = \/ ol (5.6)
Wy (Cp +C W)

Nopt = (5.4)

1 ; W.
and 4 ==———=|C¥5 + \/ (Woi +Kopt. Wi )(Cl +C W, +Cy k—zj (5.7)
[V(S +S¢] opt.
N
The minimum expected total cost for the specifiadanceV for the estimatorMSE(Tui )min , 1 =12is given
by
2
1 W2
VG Wy + [(Woi + Ko Woi)| Cp +CoW, +Cy c
opt. _
C(Tui) min. = > i=12 (5.8)
[ S¢
In case ofP*, the fixed precision is given by
2
1 K Sy
Vo=—Wy+—-W, —— 5.9
0= ot Wiy (5:9)
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2
W2
(Wo + Kot W1)| C1 +C W, +Cy .
. opt.
C(P )min. = 5 , (5.10)
Vi +-—2
°" N
_ . 1 _ . k _ .
Where ‘PO = coefficient of — terms, W; = coefficient of — terms which are obtained by (2.2)
n n

6. AN EMPIRICAL STUDY

To illustrate the efficiency of the proposed clas®stimators, we have considered the data fronh&uke and
Sukhatme (1997), p-256, which gives the numberiltdges and the area under wheat in each of thadBinistrative
areas (These area are known as Patwari circleeifottal terminology) in Hapur Subdivision of MeeRistrict, published
by Gouvt. of India (1951). The last 25% administratareas have been considered as non-responsedjrtheppopulation.

Here we have taken the study attribig) which is the administrative areas having no ofagiés greater than 5 and

auxiliary charactel(x) as.

_ |1, if theadministréveareasavinggreater tan5 villages
~ | 0,otherwise.

X = Area under Wheat (Acres) in each administratieaa

The values of the parameters of the population utidestudy are as follows:
P= 0124, X =1102, C, = 2672, C, = 065, P, = 0182, X, =1242.68 C, = 3185,
Cy(z = 0582 pp, = 0621 p, (o) = 0665.

The problem considered here is to estimate the lptipn proportion of administrative areas having tio of

villages greater than 5, by using area under whe#lhe administrative areas as the auxiliary characThe value of

H ) (M) gpt @and H 512y (M) o from equation (3.5) and (3.6) are given below:

Hoa) (M) (k=2) = -0.3667 , H 4)(M ) =3 = -0.3897,
H o (M ) (k=g =-0.4029 and H 55 (M ) = -0.5097

The mean square error (MSE) and relative efficiefiicy?o) of the proposed classes of estimaibgg and T,

with respect toP" at different level of sub-sampling fractions aieeg in Table 1.
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Table 1: Relative Efficiency (In %) of the Estimatas with Respect ToP*

*

p 100.00 (0.00247) 100.00 (0.0034#8) 100.00 (0.00440)

Tu 143.92 (0. 00171) 151.61 (0.00227) 156.56 (0.00281)

Tuo 115.23 (0.00215)| 110.51 (0.00311) 108.03 (0.00408)
*Figures in parenthesis dgive MSE (.)

Here we have also computed the relative efficiegmag expected cost of the proposed classes of estenaith

respect toP* for the fixed cost as well as for fixed precisi@spectively, which is given in Table 2.

Table 2: Relative Efficiency and Expected Cost

*

p 1.27 --- 28 0.00496 100.00 --- 47 4980.44
Ta 1.70 87 30 0.00212 233.85 78 21 2697.04
Ty 1.19 83 23 0.00247 200.78 82 23 2978.00

7. CONCLUSIONS

From Table 1, we find that the proposed estimalqys and T ,» have substantial gain in efficiency as compared

to P* for different value of sub-sampling fractions ateir MSE increases by increasing the value of sarbpling

fraction. It also exhibits that relative efficienoy T ;; increases when sampling fraction increases butals® observed

that the relative efficiency oTu2 decreases as sampling fraction is increases.&lynftom Table 2, we observe that the
*

estimatorsT;; and T, are more efficient thal® for fixed cost and the expected cost incurred jp and T, are less

in comparison to the expected cost incurredfbrin the case of specified precision.

Hence on the basis of the theoretical comparisodsempirical study, we may suggest the use of tbegsed

classes of estimator'Eul and Tu2 in the case of fixed sample size, fixed cost amdspecified precision.
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